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Abstract

AI planning and scheduling processes have been traditionally
hardly related to each other. However, real-world problems
require capabilities of both processes. This paper presents a
description of three approaches for tackling these problems:
i) temporal planning approach; ii) separate approach; and iii)
integrated approach. For the last approach, we provide an
efficient model, as part of our ongoing work, that interleaves
planning and scheduling in a flexible and general way. We
also describe the key points of this approach, which are the
structure and the way the two processes interact.

Intr oduction
AI planning community is getting more and more involved
in solving realistic problems that require the use of plan-
ning techniques to supply action selection together with fea-
sible resource assignments, such as logistic problems, crisis
management, manufacturing systems, ground traffic on air-
ports, space applications and control of satellites, etc. (Hoff-
mann et al. 2004). Although these problems include fea-
tures of both planning (determining which actions must be
executed) and scheduling (determining when and which re-
sources must be used), planning and scheduling processes
have been traditionally hardly related to each other. Partic-
ularly according to (Boddy, Cesta, & Smith 2004), “it has
been recognized for some time that classical planning and
scheduling models are at opposite ends of a spectrum, with
most interesting real-world problems falling somewhere in
the middle and requiring characteristics of both”. How-
ever, dealing with planning and scheduling in a disunited
way does not seem sensible: selecting an action in a plan
is usually conditioned to several temporal constraints, re-
source availability and criteria to be optimised. Conse-
quently, planning and scheduling complement each other
perfectly, particularly considering that they use similar tech-
niques (search in graphs, use of heuristics, management and
reasoning of constraints, etc.) (Smith & Zimmerman 2004;
Smith, Frank, & Jónsson 2000).

Recent advances in planning research (planning graphs,
local search, heuristic techniques, satisfiability and con-
straint satisfaction, etc.) allow to deal with a more realis-
tic planning model that handles time, resources and multi-
optimisation criteria, thus incorporating more (scheduling)
capabilities to planners for solving real-world problems.

However, as the problems become harder and more com-
plex, the difficulties to solve them become harder as well,
and complexity in planners is growing dramatically (Ghal-
lab, Nau, & Traverso 2004; Garrido & Onaindia 2004). Re-
laxation of numeric features in actions, thus disjoining the
planning part from the scheduling one by separating the
structural (propositional) part of the plan from the part ded-
icated to resource usage (numeric variables and resource
management), is also possible (Garrido, Onaindia, & Her-
nandez 2005; Halsey 2004). The main idea is to make a
clear distinction between sketching the structure of the plan
(reasoning on conditions, effects, orderings and causal links)
and fulfilling the numeric constraints (reasoning on time and
numeric variables that usually involve resource usage). Nev-
ertheless, there is an important drawback in class of prob-
lems with a strong dependency on the numeric conditions
(Garrido, Onaindia, & Hernandez 2005). In these prob-
lems, actions to support the numeric conditions can only be
applied in very particular cases, i.e. the numeric features
are an intrinsic part of the original problem and do change
the structure of the plan (there exists a complex interaction
of numeric features that cannot be abstracted during plan
generation). Let us imagine a rovers1 application scenario,
where rovers can only be recharged at points with sun (ac-
tions to recharge are very limited), and trying to separate
the navigation and communication part from managing en-
ergy levels and recharging is nearly impossible. This is a
clear example of a plan that needs to take into considera-
tion the numeric features as they modify its structure; i.e.
the plan generation is highly influenced by the numeric con-
straints and making a clear distinction between planning and
scheduling turns unlikely.

This paper presents an evolution of different approaches
for tackling planning and scheduling problems. First, we
start with a temporal planning approach that follows the
same ideas of most state-of-the-art planners that have par-
ticipated in last international planning competitions. Sec-
ond, we continue with a more modern approach that tries
to simplify the original problem to make it easier and, con-
sequently, more affordable by means of a relaxation of

1See http://ipc.icaps-conference.org, Interna-
tional Planning Competitions (IPC–2002 and IPC–2004), for more
information about this and other problems and domains



numeric variables on actions (separation of planning and
scheduling). Finally, we describe some ideas to perform
(what we understand as) an efficient integration of planning
and scheduling, as a model that combines techniques of both
planning and scheduling in an dynamic interleaved way. In
this paper, we analyse the main features of each approach,
and present the advantages and disadvantages, based on our
own experience and current work.

A planning/schedulingproblem fr om a
planning perspective

Nowadays, many usual activities involve the execution of a
sequence of actions, which must satisfy several constraints
(both temporal and on resource availability), in order to
achieve some goals, while trying to optimise a metric func-
tion defined on the problem. This kind of problem repre-
sents a planning and scheduling problem, which is hardly
separable into two disjunctive parts. Hence, we define
a planning and scheduling problem as the tuple Pps =
〈I,G,A,R, C,M〉, where each element means:

I = Initial state, with all the information that is true at
the beginning of the problem.

G = Goals, with all the facts that must be achieved at
the end of the problem.

A = Actions, defined on the problem domain that al-
low to achieve G from I.

R = Resources, available to execute the actions in the
plan.

C = Temporal constraints, with additional constraints
the plan must satisfy.

M = Metric function, as a multi-criteria function that
needs to be optimised.

To the authors’ knowledge there is not a well accepted
language to model real problems of planning and schedul-
ing. However, from a planning perspective there exists a
widely accepted language to define planning domains which
is called PDDL (McDermott 1998). PDDL was designed
as a common framework to define planning problems
and test progress in planning techniques. PDDL has now
evolutioned to PDDL2.1 and PDDL2.2 (Fox & Long 2003;
Edelkamp & Hoffmann 2004), but none of them allows
to explicitly define resources R or temporal constraints
C. On the one hand, resources are artificially modelled
as other objects in the problem, and are implicit in the
definition (conditions and effects) of each action. On the
other hand, temporal constraints to represent hard con-
straints among actions, finite persistence of action effects,
deadlines for goals, etc. are not considered and difficult
to be included in the problem. Fortunately, in addition to
the initial state I and goals G , now in PDDL2.2 we can
easily model: i) actions with duration (:duration (=
?duration (boarding-time ?a))); ii) actions
with local conditions and effects ((at start (at ?p
?c)), (over all (at ?a ?c))); iii) actions with
numeric features, conditions ((>= (fuel ?a) (*
(distance ?c1 ?c2) (slow-burn ?a)))) and

effects ((assign (fuel ?a) (capacity ?a)));
iv) multi-criteria problem metrics to optimise (:metric
minimize (+ (* 0.5 (total-time)) (*
0.02 (total-fuel-used)))); and v) timed initial
literals that express deterministic unconditional exoge-
nous events and allow to represent a kind of temporal
constraints in the form of time windows (:init (at 9
(shop-open)) (at 20 (not (shop-open)))).

Although there still exists a lack of capabilities in the
planning domain definition languages to describe schedul-
ing features such as resources, deadlines and complex tem-
poral constraints, improvements in the expressivity of PDDL
have done realistic planning and scheduling problems come
within reach (Hoffmann et al. 2004). Therefore, most
features of real-world planning/scheduling problems can be
currently modelled by PDDL2.x, at least from a planning
point of view.

Temporal planning (and scheduling)approach

When dealing with planning and scheduling problems, a
straightforward approach is to push beyond classical plan-
ning assumptions to incorporate scheduling constraints (du-
ration on actions, numeric features and multi-criteria met-
rics). Although this makes the planning solving process ex-
tremely more complex, progress in planning techniques have
reached a great success as some planners such as SGPlan
(Chen, Hsu, & Wah 2004), LPG-TD (Gerevini et al. 2004)
or Mips (Edelkamp 2002) demonstrated in last planning
competitions (Fox & Long 2003; Edelkamp et al. 2004).

Basically, the structure of a temporal planner is depicted
in Fig. 1. Starting from the domain and problem defini-
tion (for most modern planners this is defined in PDDL2.x),
the temporal planner extends classical planning techniques
to reason on time, mainly on action duration, (start, invariant
and end) conditions and timed initial literals. In order to find
a plan, different types of techniques have been developed to
improve search; planning/action graphs, estimations based
on relaxed plans, resolution of global constraints, goal or-
dering, search space reduction, etc. are usually used to help
in action selection. As can be thought, many of these tech-
niques are action-based heuristics, but more powerful tem-
poral planners calculate some cost for actions to be able to
optimise the plan according to a multi-criteria metric. This
way, the final plan, which is executable according to the
problem constraints, provides a good value for the problem
metric (though only a few planners can guarantee optimal-
ity).

This approach is currently one of the most widely used;
most planners that participated, and were awarded as top
performers, in last planning competitions worked under this
approach. The main reason for this lies in the natural ex-
tension of planning algorithms to support new capabilities.
Basically, the main advantages of this approach are twofold:

• The solving process turns into a homogeneous planning
and scheduling system, and there is little distinction be-
tween action selection and ordering and resource usage
decisions. Thus, the scheduling process does not need to



0.001: (calibrate rover0 cam0 obj wp0) [5]
0.001: (recharge rover0 wp0) [7.09091]

0.001: (sample_rock rover0 rover0st wp0) [8]

5.006: (take_img rover0 wp0 obj1 cam0 low_res) [7]

8.009: (drop rover0 rover0st) [1]

9.01: (sample_soil rover0 rover0st wp0) [10]

...

;; Plan makespan: 47

;; Plan cost: 75.9

;; Number of actions: 9

Final plan (execution)

Temporal Planner

Classical planner +

Temporal extensions (reasoning) +

Numeric multi-criteria optimisation

Action -based heuristics
Relaxed plans

Action selection

Optimisation criteria

(define (domain Rover)

...

(:durative-action navigate

:duration (= ?duration 5)

...

(:durative-action recharge

:duration (= ?duration (/ (- 80 (energy ?x)) (recharge-rate ?x)))

...

(:durative-action sample_rock

:duration (= ?duration 8)

...

PDDL2.x domain (define (problem roverprob4213)

(:domain Rover)

...

(:init (visible wp0 wp1) (visible wp2 wp1)

...

(:goal (and (communicated_soil_data wp0)

...

(:metric minimize (+ (* 1 (total-time)) (* 0.01 ((energy rover0))))

PDDL2.x problem

Figure 1: Outline of the temporal planning approach.

be very expressive or efficient; scheduling is just an in-
trinsic component of a broader planning process.

• The resulting plan is executable and does not need a post-
processing stage to check inconsistencies on resource
availability and/or temporal constraints. Intuitively, this
means that such a plan is straightly what a real problem
requires as a solution.

On the contrary, this approach presents some important
disadvantages:

• Temporal reasoning performed in the approach is ade-
quate but slightly limited. Complex temporal constraints
(such as disjunctive or metric constraints) on plans, ac-
tions and resources is quite complex without a specific
temporal manager or scheduler.

• It is difficult to determine when the system is planning or
scheduling (Garrido & Barber 2001). Since the system is
a tight combination of planning and scheduling, it makes
it much more difficult (or impossible) to find heuristic cri-
teria to improve planning and scheduling separately.

• The extension of planning algorithms to deal with
scheduling features makes these algorithms extraordinar-
ily complex. Although currently some planners can cope
with this complexity, it is obvious that the performance of
planners cannot fit with such an increase in the complex-
ity of the problems. This imposes a hard limit in plan-
ning scalability and jeopardises the future of planning in
its application to real-world problems. This is shown in
Fig. 2, which compares the runtimes of LPG-TD.quality
(Gerevini et al. 2004) and SGPlan (Chen, Hsu, & Wah
2004) when solving STRIPS vs. some numeric problems.
As can be seen, the runtimes are significantly different.
This helps demonstrate how the complexity of dealing
with scheduling features increases the complexity of the
planners and their runtimes in several orders of magnitude
in some cases, and even makes them unsolvable in others.
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Figure 2: Comparison of two awarded temporal planners
(LPG-TD.quality and SGPlan) solving STRIPS vs. nu-
meric problems in rovers and satellite domains. All
tests were censored after 300 s.

Separateapproachfor planning and
scheduling

As indicated in previous section, one of the main disadvan-
tages of a temporal planning approach is the limit that it im-
poses in planning scalability: the complexity of these plan-
ners in very difficult problems may become intractable. An
intuitive modification to that approach is to remove part of
the capabilities (and complexity) from the planning process
and use a specific process to perform scheduling tasks, i.e. to
make use of a separate approach for planning and scheduling
with two different processes. A historical approach for this
consists in drawing a line between planning and schedul-
ing, where planning precedes scheduling (Garrido & Barber
2001). First, the planner generates a plan by the application
of actions from the domain, just considering causal links.
Second, the scheduler validates the problem constraints,
considering action durations and allocating resources for the
entire plan. More recent works based on this philosophy use
a new kind of relaxation that separates the structural (propo-
sitional) part of the plan from the part dedicated to resource
usage (numeric variables and resource management) (Gar-
rido, Onaindia, & Hernandez 2005; Halsey 2004).

Fundamentally, this approach (see Fig. 3) works by sepa-
rating the initial domain and problem features into two dis-
junctive components. On the one hand, planning features are
managed by a classical planner that deals with propositional
actions (no duration, local conditions/effects or numeric fea-
tures are considered) under a STRIPS-based model. This
way, the output of this process is a sequential plan that is
propositionally sound (the plan would be directly executable
in a scenario without numeric variables such as a pure-
STRIPS planning problem) (Garrido, Onaindia, & Hernan-
dez 2005). On the other hand, a very simple scheduling pro-



Sequential plan (STRIPS plan)

(calibrate rover0 cam0 obj wp0)
(take_img rover0 wp0 obj1 cam0 low_res)
(comm_img_data rover0 gen obj1 low_res wp0 wp1)
(sample_rock rover0 rover0st wp0)
(drop rover0 rover0st)
(sample_soil rover0 rover0st wp0)
(comm_rock_data rover0 gen wp0 wp0 wp1)
(comm_soil_data rover0 gen wp0 wp0 wp1)

;; Number of actions: 8

Action -based heuristics
(mainly based on number of

actions)

Relaxation of numeric features
Classical planning
features:
Propositional actions
STRIPS-based
model

Scheduling features:
Numeric variables
Time
Resources
Metric function

0.001: (calibrate rover0 cam0 obj wp0) [5]
0.001: (recharge rover0 wp0) [7.09091]
0.001: (sample_rock rover0 rover0st wp0) [8]
5.006: (take_img rover0 wp0 obj1 cam0 low_res) [7]
8.009: (drop rover0 rover0st) [1]
9.01: (sample_soil rover0 rover0st wp0) [10]
27.028: (comm_rock_data rover0 gen wp0 wp0 wp1) [10]
...
;; Plan makespan: 47
;; Plan cost: 75.9
;; Number of actions: 9

Final plan (execution)

Classical Planner

Atomic actions +
Sequential planning

Scheduling heuristics
(mainly based on cost and

problem metric)

Action parallelisation
Satisfaction of
numeric constraints

Scheduling

(define (domain Rover)
...
(:durative-action navigate
:duration (= ?duration 5)
...
(:durative-action recharge
:duration (= ?duration (/ (- 80 (energy ?x)) (recharge-rate ?x)))
...
(:durative-action sample_rock
:duration (= ?duration 8)
...

PDDL2.x domain (define (problem roverprob4213)
(:domain Rover)
...
(:init (visible wp0 wp1) (visible wp2 wp1)

...
(:goal (and (communicated_soil_data wp0)

...
(:metric minimize (+ (* 1 (total-time)) (* 0.01 ((energy rover0))))

PDDL2.x problem

Figure 3: Outline of the separate planning+scheduling ap-
proach.

cess receives as an input the sequential plan and incorporates
numeric features, thus satisfying the numeric conditions and
constraints while parallelising the actions in the plan. Ob-
viously, each planning and scheduling process uses specific
heuristics mainly based on actions and problem metric, re-
spectively. The final result is, consequently, an executable
plan.

The main advantage of this approach is the possibility to
abstract out planning tasks from scheduling ones, devoting
the planning effort in the efficient construction of a plan
and to use a specific scheduler to check whether the plan
is schedulable. Moreover, if the problem is propositionally
unsolvable, i.e. there are some propositional (sub)goals that
cannot be satisfied, this approach does not need to perform
any scheduling task. There exist, however, some drawbacks:

• Lack of cooperation between the two processes. Both pro-
cesses work independently with no relation or knowledge
on each other during its execution.

• Lack of global optimisation criteria. The planner returns a
sequential plan that, after being parallelised, may provide
a bad value for the problem metric. Unfortunately, this is
not unusual since the heuristics used during planning do
not take problem metric information into consideration,
and the scheduling process does not have the capability to
change the plan substantially.

• The sequential plan might not be properly parallelised by
the scheduling process. For instance, let us suppose that
the available energy level for a rover is scarce and no
recharge action is available, i.e. a numeric constraint can-
not be satisfied. If the planner returns a plan where the
rover runs out of energy while navigating (note that the

(sample_rock rover0 rover0st wp0)
(drop rover0 rover0st)
(sample_soil rover0 rover0st wp0)
(comm_soil_data rover0 gen wp0 wp0 wp1)
(comm_rock_data rover0 gen wp0 wp0 wp1)

(a)

0.001: (navigate rover0 wp0 wp3)
5.006: (recharge rover0 wp3)
12.013: (navigate rover0 wp3 wp0)
17.018: (sample_rock rover0 rover0st wp0)
25.026: (drop rover0 rover0st)
26.027: (sample_soil rover0 rover0st wp0)
36.037: (comm_soil_data rover0 gen wp0 wp0 wp1)
46.047: (comm_rock_data rover0 gen wp0 wp0 wp1)

(b)

Figure 4: Two resulting plans for a problem of the rovers do-
main: (a) pure-STRIPS sequential plan, and (b) parallel plan
that satisfies the numeric constraints (time and resources).

planner does not check resource constraints), the sched-
uler will not be able to make the plan executable. Again,
this situation is not unusual. Many problems have a strong
dependency on the numeric features since they are an in-
trinsic part of the problem (propositional and numeric part
are strongly coupled). This means that the scheduling
constraints must be verified immediately after each action
is planned; the plan highly depends on such constraints as
they can change its structure.

The last drawback is the gravest, so we will illustrate it
with an example on the rovers application scenario (see IPC–
2002 for more information). Let us assume a problem where
there are two samples to find (rock and soil) and commu-
nicate them back to a lander. Initially, rover0 has enough
energy to start to operate, but not enough to finish the plan,
and there is only one waypoint (wp3) where recharge is pos-
sible. Fig. 4-a shows the sequential plan that the planner of
this approach returns. As can be seen, this plan is proposi-
tionally executable, but since no reasoning on resources has
been done, the plan does not contain any action that visits
wp3. Next, the scheduler starts to parallelise actions satis-
fying numeric conditions. The problem appears when the
rover reaches an energy level that prevents it from executing
any action, even a navigate action to wp3 to recharge.
Since the scheduler cannot change the structure of the plan
(add or delete actions according to causal links), it will fail
to find an executable plan, though the executable plan (see
Fig. 4-b) is nearly the same and it contains all the five actions
present in the sequential plan. This clearly demonstrates that
working with planning and scheduling in a disunited way
may fail in many problems, and an integrated approach with
a much stronger relation between both processes to deal with
a broader quantity of problems is necessary.

Integration of planning and scheduling
Designing an integrated approach for planning and schedul-
ing is not an easy task. The solution does not necessarily
imply an embedded planning process into a scheduling one,
or vice versa, as we will discuss in section . An efficient



0: (calibrate rover0 cam0 obj wp0)

0: (sample_rock rover0 rover0st wp0)

1: (take_img rover0 wp0 obj1 cam0 low_res)

1: (drop rover0 rover0st)

2: (sample_soil rover0 rover0st wp0)

3: (comm_rock_data rover0 gen wp0 wp0 wp1)

...

Plan / Relaxed plan / Set of activities

Integrated heuristics

common heuristics based on actions

and cost/problem metric

0.001: (calibrate rover0 cam0 obj wp0) [5]

0.001: (recharge rover0 wp0) [7.09091]

0.001: (sample_rock rover0 rover0st wp0) [8]

5.006: (take_img rover0 wp0 obj1 cam0 low_res) [7]

8.009: (drop rover0 rover0st) [1]

9.01: (sample_soil rover0 rover0st wp0) [10]

27.028: (comm_rock_data rover0 gen wp0 wp0 wp1) [10]

37.038: (comm_soil_data rover0 gen wp0 wp0 wp1) [10]

...

;; Plan makespan: 47

;; Plan cost: 75.9

;; Number of actions: 9

Final plan (execution)

(define (domain Rover)

...

(:durative-action navigate

:duration (= ?duration 5)

...

(:durative-action recharge

:duration (= ?duration (/ (- 80 (energy ?x)) (recharge-rate ?x)))

...

(:durative-action sample_rock

:duration (= ?duration 8)

...

PDDL2.x domain (define (problem roverprob4213)

(:domain Rover)

...

(:init (visible wp0 wp1) (visible wp2 wp1)

...

(:goal (and (communicated_soil_data wp0)

...

(:metric minimize (+ (* 1 (total-time)) (* 0.01 ((energy rover0))))

PDDL2.x problem

Planner

Any kind of STRIPS

plan (provided by a

classical planner) or

set of activities

(provided by a user)

Integrated module

update

(add/delete)

valid: {yes,no}

conflicting acts.

Planning process

Replanner (plan

execution and reparation)

Scheduling process

Validation of (temporal +

resource) constraints

validate

now!

Action

Network

[5,5]

[-8,-6]

CL

[10,10]

[0,0]
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Figure 5: Outline of the integrated planning and scheduling
approach.

integrated model needs to be general and flexible, where
both planning and scheduling processes play a similar role,
and where the key points are the definition of the next two
items: i) structure of the integrated approach, and ii) the way
in which planning and scheduling processes cooperate and
communicate to work under an integrated way.

Structure of the integrated approach

Fig. 5 shows the structure of our integrated approach. Obvi-
ously, the integrated module requires the domain and prob-
lem definition as an input. Moreover, a plan (either pro-
vided by the user as a set of activities or by a planner as a
STRIPS parallel or sequential plan), is used as an additional
input, which is later motivated. The integrated module con-
tains an action network (AN) converter that transforms the
input plan into a network that represents the plan with its ac-
tions, causal links and (temporal+resource) constraints. The
planning process updates the action network to make ac-
tions propositionally executable; i.e. it mainly works as a
replanner, repairing (adding or deleting) actions in the net-
work when they cannot be executed. The scheduling process
mainly works as a validator of constraints and checks the
feasibility of the action network and its constraints. How-
ever, the scheduler’s task is not only to validate the action
network, but also to inform the planning process about the
conflicting actions and the resources involved in such con-
flicts. This way, the scheduler helps the planner repair the
plan by means of integrated heuristics that allow both pro-
cesses to take common agreement decisions. Finally, an ex-
ecutable plan is extracted from the action network that has
been generated by using planning and scheduling criteria.

When defining the structure, there are two elements that
are essential to establish the foundations of the integrated

module: the former concerns the input of the integrated
module, whereas the latter concerns how the action net-
work represents the plan, actions and their constraints. The
input of the module needs to include the domain and prob-
lem definition. At this point, the integrated module could
start from an empty plan, i.e. generating a plan from scratch.
However, this does not seem to be sensible because of the
high complexity that it entails. Nowadays, there are many
state-of-the-art planners that generate plans in an efficient
way (Fox & Long 2003; Edelkamp et al. 2004). There-
fore, it seems much worthier starting from an initial plan
as the basis (like in the separate approach for planning and
scheduling, but now with the two processes working to-
gether in an interleaved way). The underlying idea is to
use a classical planner, as simple (in terms of expressivity
and calculus) and efficient as possible. This will allow us
to use a pure-STRIPS plan provided by any planner. Note
that this does not limit the approach: a relaxed plan that ig-
nores the delete effects of actions (Bonet & Geffner 2001;
Hoffmann & Nebel 2001) can also be used as an input, and
even a plan generated by hand, making the conversion into
an action network even simpler in both cases. Also note
that this plan does not need to be propositionally executable
since the replanner can repair unsupported conditions. This
increases the opportunities to use efficient planners as a pre-
vious step to the integrated module.

The action network (see Fig. 6) follows the philosophy
of temporal constraint networks (TCN (Dechter, Meiri, &
Pearl 1991)) to represent actions and constraints. Nodes rep-
resent timepoints where actions start/end (.on/.off, respec-
tively). There are three types of edges, all of them labelled
with an interval, that represent: i) usage of a resource (time
is considered as other resources) between the .on/.off time-
points of the same action; ii) causal links between time-
points of actions; and iii) temporal constraints between time-
points. For instance, in Fig. 6, action (calibrate
rover0 cam0 obj wp0) increases time in 5 units (ac-
tion duration) and decreases energy of rover0 in 2 units
(note that these values can be also defined by an interval).
Action (calibrate rover0 cam0 obj wp0).off
has a causal link with (take img rover0 wp0 obj1
cam0 low res).on because the first action generates a
proposition at end that the second action needs over all its
execution. This definition of causal links between time-
points is an efficient way to represent causal links between
local effects and conditions. Finally, temporal constraints
allow to define additional constraints and deadlines be-
tween the execution of actions and the beginning of time:
(sample soil rover0 rover0st wp0) must fin-
ish before time 50.

Planning and scheduling processes working
together
An interesting and compelling question for an efficient inte-
gration of planning and scheduling lies in the way in which
these processes are interleaved. Here we outline a tentative
working scheme as an attempt of creating a highly-coupled
integration approach. Both processes are constantly inter-
leaved during the process of creating a plan that satisfies the



[0,¥]

(drop rover0
rover0st).on

(drop rover0
rover0st).off
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Figure 6: Example of an action network. Solid and dashed
lines represent usage (increase/decrease) of resources in ac-
tions (time and energy of rover0, respectively); thick lines
represent causal links; and dotted lines represent temporal
constraints. T0 identifies the beginning of time.

temporal and resource constraints. The key point of this ap-
proach, as indicated previously, is that the scheduler does
not merely work as a validator but as a helpful source of
information to help the planning process. Following, we de-
scribe the way both processes work together, along with its
flow chart diagram (see Fig. 7). First, the planning tasks
(propositional part of the plan) are:

1. Check propositional executability. The planning pro-
cess selects a set of current actions from the action net-
work. Next, it checks whether the actions are proposi-
tionally executable.

2. Repair process. This is the main task of the planning
process, consisting in repairing a portion of the plan to
make it executable. There are two identifiable subtasks:

(a) Repair action preconditions. The reparation process
may imply to repair a single action condition (flaw-
repair) or a set of conditions. During the reparation
process all actions in the action network are considered
and all necessary actions to satisfy the unsupported pre-
conditions are inserted.

(b) Remove actions from the action network. Another
task within the planning module is to remove one or
several actions from the network. This is a relevant
activity since the current plan might not satisfy the
time/resource constraints and the solution necessarily
goes through the deletion of some actions in the net-
work. Obviously, the recommendation on which ac-
tions should be removed is given by the scheduling
process. In this case, a portion of the plan could be
removed and the planning process will have to repair
the plan to make it executable again.

Second, the two main tasks the scheduler undertakes are:

1. Check time/resource constraints + temporal action al-
location. This task consists in checking the satisfaction
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Figure 7: Flow chart diagram for the tasks during planning
and scheduling interaction.

of all time and resource constraints in the problem. The
scheduling process carries out this task to find out whether
there exist over-constrained resources on the current por-
tion of the plan under work while satisfying the temporal
constraints. When there is no precise information on the
temporal allocation of a particular action and, as long as it
is possible, the scheduler applies a least-commitment tem-
poral scheduling. However, at some point (when check-
ing time/resource constraints) it may become necessary to
supply a more precise temporal allocation for an action in
order to check the exact resource consumption. For ex-
ample, if it is known that action a is placed after b, then
the scheduler will keep a temporal constraint [0,∞] be-
tween a and b. At the time of checking constraints, the
scheduler must have more precise information about how
long b is after a in order to detect the exact time point
or interval where the problem runs out of a resource. In
other words, it is necessary to know the planning state
over which the action is going to be executed in order to
check the constraint satisfaction.

2. Find conflicting actions and inform the planning pro-
cess about them. This is the most complex task of the
scheduler. If the scheduler detects that some resource
constraints are violated, it will calculate (heuristic ap-
plication) the most likely actions involved in the over-
constrained resources (no-goods), such as the most con-
sumable actions or the minimal action set involved in the
resource conflict. This information will be provided to
the planning process along with some recommendations
for each action.

Note that in our approach, resources are directly allocated
by the planning process under the recommendations of the
scheduling process. Hence, if the replanner inserts an ac-
tion to transport a package from city1 to city2 with
truck1 and the scheduling process later discovers the fuel
consumption exceeds the available amount, it might suggest
to remove such an action because of its high consumption.



Therefore, once the action is removed the planning process
will have to find a different alternative to have the package
at city2, which might involve using a different truck. The
same can be applied to allocate continuous resources. The
scheduling process might suggest not deleting the drive ac-
tion but just indicating that there is a problem with the fuel
resource in such an action. In this case, the replanner will opt
to apply a flaw-repair routine to provide support to the nu-
merical precondition of the action. In conclusion, resources
are allocated by the planning process because they are in-
variantly attached to the execution of actions. However, the
decision about which resource to use or when to supply more
of a resource will be suggested by the scheduling process.
An open point here is the improvement in the information
flow between the scheduler and the planner; i.e. the sched-
uler could inform the planner about the actions that could be
removed from the plan or advice the planner to help it make
future action choices, such as warning the planner to avoid
actions with over-subscripted resources.

Conclusionsthrough relatedwork
The separation of planning and scheduling processes when
solving real-world problems has shown important draw-
backs that are difficult to be solved without a combined
approach of planning and scheduling. In this line of re-
search, we can find two different perspectives. From a
planning point of view, a planner is extended to handle
time and resources (temporal planning approach) (Ghal-
lab, Nau, & Traverso 2004; Chen, Hsu, & Wah 2004;
Gerevini et al. 2004; Edelkamp 2002). From a schedul-
ing point of view, a scheduler is extended to course some
dynamic action selection (planning capabilities embedded
within scheduling) (Smith & Zimmerman 2004). In the for-
mer, an indistinguishable mixture of planning and schedul-
ing is achieved, where action and resource allocation deci-
sions are considered while planning. This mixture of pro-
cesses may increase the complexity of the overall approach,
making problems with a strong scheduling component prac-
tically intractable. In the latter, planning is an adjunct to
scheduling, i.e. scheduling borrows some of the conven-
tions and objectives of planning. This approach requires as
input demands specific top-level goals, a set of activities and
probably the order in which these activities must be applied.
Therefore, the planning component is already given to the
problem. Hence, the main drawback of this approach is that
planning is only considered as a subtask of the scheduling
process, used to find the resource setup activities. Moreover,
the argument for leveraging strengths of both scheduling and
planning processes remains compelling.

In the last decade, the way in which planning and schedul-
ing must be combined has been addressed as an interest-
ing question and a hot topic of research (Muscettola 1994;
Chien et al. 2000; Srivastava, Kambhampati, & Do 2001;
Rodrı́guez 2003). Although some attempts have been suc-
cessful in the domains they were designed for, such as
HSTS (Muscettola 1994) or Aspen (Chien et al. 2000),
this success cannot be easily demonstrated in other domains,
i.e. they were designed for particular problems and con-
sequently they cannot be considered as general integrated

models of planning and scheduling. On the contrary, the
integrated approach presented in this paper tries to be a gen-
eral, flexible model that dynamically interleaves planning
and scheduling processes (both playing a similar role) to
tackle planning problems with a strong and weak compo-
nent of resource/time management. Our approach combines
both processes while benefits from their knowledge by sepa-
rate, such as use of STRIPS or relaxed plans, plan execution
and reparation, definition of timepoints, resource allocation,
temporal constraint management, etc. Further, it also incor-
porates the use of common integrated heuristics, reasoning
on an action network, and a clever interaction of the plan-
ning and scheduling processes, where the main issues are:
i) the structure of the integrated approach (and its input as
any kind of plan), and ii) the way in which planning and
scheduling processes interact (cooperation and communica-
tion, where both processes help each other).
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